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SUMMARY

Slender bodies of revolution in free flight at Mach rum.ibersof 3.2
and 3.6 were photographed in a Mach-Zehnder interferometer and the pic-
tures were analyzed to obtain the turbulent-boundary-layer density dis-
tributions for the case of a body surface cold compared to recovery
temperature. The density distributions obtained, when averaged, were found
to be similar to those given by a theoretical equation of Crocco for a
wide r=ge of assumed velocity profiles. The average heat-transfer coef-

. ficients of the boundary layers also were obtained by an energy balance
computation from the measured density distributions and measurements of
the boundary-layer thickness, with the assumption that the velocity pro-

. file could be represented by a power law. The heat-transfer rates
obtained could be adequately predicted by the T’ method for estimating
skin friction together with the modified Reynolds analogy.

The interference fringes from the interferometer and the instantaneous
density distributions obtained from them indicate the presence of large
scale local fluctuations in air density in the boundary layer. The magni-
tude of the fluctuations was a large fraction of the total variation of
density in the mean density profiles. Corresponding to these density
fluctuations, patterns could be seen in shadowgraph pictures of the bound-
ary layers consisting of spot images in one of several successive arrange-
ments. At low Reynolds numbers, the spots were comparable in size to the
boundary-layer thiclmess and were arranged in single-file order along the
surface. At higher Reynolds numibers(above 7 million in one case) the
spts began to appear two in depth. Another picture of very highly devel-
oped turbulence showed the spots present six in depth and arranged in
backward slanting rows. Tt is suggested that these spots are shadowgraph
images of individual eddies, and the various arrangements cited indicate
several stages of development of the turbulent boundary layer.
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INTRODUCTION
..

The use of an optical interferometer as an instrument for the study
of boundary layers was suggested”as early as 1940 by Zobel, reference 1.
However, the experimental difficulties inherent in the instrument have
discouraged its use. It is difficult to construct, difficult to aline,
difficult to provide with a point light source which is sufficiently
monochromatic and bright, dlffi.cultto insulate from the effects of vibra-
tion and noise, and the photographs obtained are difficult to interpret.
It should be emphasized that none of these difficulties is insurmountable,
but ordinarily it has been easier to survey boundary layers with pitot
probes and total temperature probes than it.has been to use the interfer-
ometer. One application of the interferometer to a boundary-layer problem
is reported by Blue, reference 2. He surveyed a supersonic laminar bound-
ary layer on a flat plate. Perhaps the predominant finding of Blue was
that the light refraction effects were so severe as to require first-orde&
corrections on the data which he obtained.

—

Counterbalancingthe above difficulties are certain advantages
associated with the use of an interferometer for boundary-layer surveys.
It provides a way of surveying the flow without introducing any source
of flow disturbance, which is a principal objection to the use of probes.
Also, the usual limitation due to probe size is avoided. If eqyipped

A–

with a shoi’t-durationlight source, the interferometerwill give the
instantaneous distribution of density, not subject to lag or time-averaging *
effects inherent in some other instruments.-The most significant advantage
for present purposes, however, was that the interferometer could be used
to survey the boundary layers on gun-launche=dmodels in flight, a result
that could not be accomplished in any more conventional way.

Initially, the objective of these experiments was to measure the
heat transfer from a supersonic turbulent boundary layer to a bounding
wall which was cold compared to the recovery temperature, since this was
the relation of wall temperature to recovery temperature expected to occur
most often in supersonic flight. This kind.of bo@ky layer couldbe
established by gun-launching a suitable model at supersonic speed through
still air at room temperature, as was noted in references 3 and 4. To
provide information on the heat transfer, it appeared that the optical
interferometer mi@t in this case be particdarly appropriate.

It was.a further objective to study the density profiles in supersonic
turbulent boundary layers on both a time average and an instantaneous
basis. The time average profile of temperature, which is generally taken
to be inversely proportional to the time average profile of density, has
been related to the time average profile of velocity by Crocco, reference~.
His equation has been used many times in theoretical treatments of the
turbulent boundary layer and in experimental-investigations also, to pro- &
vide average ~rofi.lesof temperature and density. The Crocco relation
has been checked experimentally in references 6 and 7 by use of total
temperature probe and pitot-probe measurements. It was an objective of r
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the present investigation to evaluate the Crocco equation further
of average density profiles determined from the interferometer.

.

3

by use

The instantaneous profiles of density in a turbulent boundary layer
have remained relatively unknown. The only source of experimental infor-
mation on the density fluctuations has been the hot wire anemometer, and
this instrument responds to fluctuations in density, velocity, and tem-
perature, separately or in combination, and the effects of these variables
are not easy to separate. Furthermore, at supersonic speeds where the
temperature and density variations become large and therefore of heightened
interest, the hot wire becomes limited by frequency response. Therefore,
present knowledge of the density fluctuations in supersonic turbulent
boundary layers is very limited.

Interest in such fluctuations probably derives mostly from a broader
interest in the structure of the turbulent boundary layer. From measure-
ments of the fluctuations, deductions as to the scale and arrangement of
the turbulence might reasonablybe expected. The structure of turbulent
flows has preoccupied uny investigators, but no really satisfactory pic-
ture has yet emerged. Generally, turbulence is considered to be random
and statistical which may be a way of sa@ng that it contains no recog-
nizable or recurrent patterns of structure. It was an objective of this
test, therefore, to utilize the instantaneous character of the measure-

. ments to look for patterns of structure in the density profiles. Since ~
shadowgraph pictures also are responsive to density variations (second
derivative), free use was also made of instantaneous shadowgraphs of the

. models in flight, to supplement the use of the interferograms for this
purpose.

The tests were conducted at Mach numbers of 3.2 and 3.6 and at length
Reynolds numbers from 10t025 million. Brief descriptions of this work
have been given earlier in references 8 and $).

dimensionlesss
equation

SYMBOLS

coefficients and zone numbers in data reduction

speed of light in air at density

speed of light in vacuum, ft/sec

local skin-friction coefficient,

p, ft/sec

dimensionlesss

mean

heat

body

skin-friction coefficient, dimensionless

capacity at constant pressure, Btu/slug ‘R

dieuneter,ft
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mean heat-transfer coefficient,Btu/sec ft2 ‘R

.

.
momentum loss integral defined by equation (17), dimensionless

mechanical equivalent of heat, ft lb/Btu

Gladstone-Dale constant, ft3/slug

length, ft

exponent in velocity profile equation, dimensionless

Prandtl.number, dimensionless

heat-transfer rate, Btu/sec ft2

radial coordinate from model axis, ft

Reynolds number, dimensionless

fringe shift, dimensionless

mean Stanton number, dimensionless,based on boundary-layer-

edge conditions
m
.

time, sec &

temperature, OR

velocity, ft/sec

coordinate along body axis or along body surface, ft .

coordinate normal to body surface, ft

coordinate along light ray direction, ft

boundary-layer thickness, ft ..

wave length of light, ft

air density, slugs/ft3

boundary-layer momentum thickness -ft

cone half-angle, deg

.
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Subscripts
.

1

m

e

r

sh

s

w

identifies air propetiies at boundary-layer edge

identifies air pro~erties in undisturbed free stream

edge of axially symmetric density field

recovery or adiabatic wall value

at shock wave

air properties at a stagnation point on the mdel

wall or body surface

EXPERIMENTS

It was necessary to design models with boundary layers thick enough
for accurate measurement. Usual small-scale projectiles, of the order of.
3 inches long, have turbulent-boundary-layerthicknesses of the order of
0.020 to 0.030 inch. From inspection of preliminary interferogrs.ms,it
was evident that these were inadeqmte for accurate survey. Since the.
boundary-layer thickmess depends primarily on mdel length, long models
were designed which could still be gun-launched at high speed without
structural failure. Two types that were developed are indicatedby
sketches in figure 1.

Mdels

The first models tested were 6-inch-Iong fin-stabilized ogive-
cylinders. They were launched without spin from a caliber 50 Mann barrel
by use of the sabot and powder case indicated in figure 2(a). To obtain
high strength-weight ratio for withstanding the launching loads, the
models were machined from aluminum alloy, 7075-T. One of the ogive-
cylinders used herein was in reality a cone-cylinderwith the corner well
rounded (see fig. 1). For the purposes of the present report, this no8e
is considered equivalent to the ogival nose used on the other models.

Later tests were made with 12-inch-long slender cones. These were
likewise made of 7075-T aluminum alloy and were aerodynamically stabilized
by use of a thin-skirt construction from the station x/Z = 0.3 to the

a base. This placed the center of gravity at 0.64z and was accomplishedby
machining, starting with a solid cone, to leave a thin-walled shell
0.040 inch thick.. As a rotter of interest, the final weight of the models
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was about one-sixth of the weight of the solid cone, The wall thickness
and hole depth were selected on the basis of strength for withstanding
launching loads as well as for aerodynamic stability.

.-.

The sabot for launching this model is indicated in figure 2(b). It
consisted of an aluminum cap on a nylon tube. The model was held onto
the sabot by evacuating the interior of the model through a small hole
in the alumd.numcap which was sealed by a piece of electrical tape serving
as a check valve. In the gun, powder pressure bursts the tape, Wilds up
inside the model, and acts to separate the model from the sahot when they
emerge from the gun. A 1.75-inch smooth-bore gun 70 calibers long was
employed in this case.

The models were polished by a procedure found, in reference 3, to
give a surface with roughness amplitude generally less than 10 microinches,
and maximum amplitude of the order of 25 microinches. This maximum corre-
sponds to about 0.0004 of the boundary-layer thickness in the survey
region, or about 1 percent of the laminar sublayer thickness. It is
therefore believed that the test results “shouldbe representative of smooth
surfaces;

Boundary-layer trips were applied to the model tips in the first
1/4 inch of length by sandblastingwith No. 80 Carborundum grit. T!his
produced small craters with upset edges. Figure 3 is a photomicrograph 4

at 100X of the roughened region of the first o~ive-cylinder. Rough pro-
jections up to 0.0017 inch occur on this model. Similar pictures of
other models showed maximum roughness as small as 0.00@ inch. These ?

trips were effective in causing almost immediate transition to turbulence,
as shown by the shadowgraphs of figure 4.

Test Conditions .-

The models were tested in still air at atmospheric pressure and room
temperature in the test section of the Ames supersonic free-flight wind
tunnel, reference 10. The interferometer.was located between shadowgra@
stations 3 and 4. Shadowgraph sequences of the flight through the test
section were recorded for use in flow visualization and measurement of
velocity, angle of attack, and boundary-layer thickness. The test condi-
tions for the five rounds described in this paper are tabulated below.
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Length Angle
Model
number

Type ‘* R:~:: ‘f Station
number attack,

million deg

Ogive-
1 cylinder 3.15 10.5 0.5 Interferometer

Ogive-
2 cylinder 3.21. 10.8 .5 Interferometer

Ogive- Shadowgraph
3 cylinder 3.2 11 .3 No. 4 top

4 Cone 3.64 24.8 1.2 Interferometer

5 Cone 3.45 22.8 .6
I

Shadowgraph
No. 2 side

The Interferometer

The l&ch-Zehnder interferometer used, developedby J. F. Darsow of
the Ames Laboratory instrument research group, is a very large interfer-

. ometer. The split~er plates are 13 inches in diameter and the field of
view with the splitter plates inclined 45° is approximately 9 by 13 inches.
The mirrors are mounted in a rigid Invar frame, illustrated in the @oto-

. graph of figure 5, and are alined by electrically driven cams remotely
controlled from the csmera station. The principles of operation and con-
struction of Mach-Zehnder interferometers generally similar to this one
have been extensively discussed in the literature (see, e.g., refs. 1,
11, and 12).

The principal limitation of this interferometer and other similar
interferometers is the light source which should ideally be a monochro-
matic point source. For the present application, submicrosecond duration
was also required to effectively “stop” the models in flight, and the
short duration led to a requirement of very great light intensity to give
adequate @orographic exposure. The light source selected on the basis
of these requirements was a spark between magnesium electrodes, followed
by an optical filter to pass the green triplet lines (wave lengths of
5167, 5173, and 5184 ~) in the magnesium spectrum The spark was provided
by discharge of a half microfarad condenser at 23 kilovolts, which gave
very great intensity. The duration was measured electrically from volt-
age fluctuations across the spark gap and found to be about 3 microseconds.
The source dimensions at the entrance slit were 0.3 inch high by 0.1 inch
wide. Two different optical filters were used at different times during
the test period: one was a monochromator consisting of an ethyl cinnamate

. (liquid filled) pri.smand associated lenses; andthe other was an inter-
ference filter. The monochromator had a band pass width of about 235 ~
centered around 5170 Awhile the interference filter had a band pass width

. of 1X ~ (at “90percent cut off) according to the curve supplied by the
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manufacturer. However, pictures of the spectral distribution of light
from the spark obtained through the monochromator showed that in this
region of the spectrum the only lines present were the triplet lines
desired, and the background of continuum radiation was of relatively low
intensity (perhaps one-tenth to one-fourth as bright as the lines). From
this, it might be expected that the two filters would give comparable
results, and this was the experience obtained.

In spite of the deviations from an ideal--source,pictures of accept-
able quality were obtained. Three of the best are shown in figure 6 along
with an enlargement of one. These pictures were made at a magnification
of about one-fourth to increase the intensity of light on the film and
give adequqte photographic exposure. The fringes are oriented normal to
the body surface to give a continuous profile of density in the boundary
layer. The diminishing contrast of the fringes near the sides of the
pictures is due to the deviations from an ideal light source.

REDUCTION OF DATA

Analysis of the Interferograms

The Mach-Zehnder interferometeris fundamentally a device for
detecting minute changes in the speed of light which result from changes
in the density of the air medium through which the light is passed. The
light velocity is related to the air density by the relation

co/c =l+kp (1)

where co is the velocity in vacuum and k is the Gladstone-Dale constant,
which depends somewhat on the frequency of the light and has the value of
0.1168 fts/slug for a wavelength of 5170 ~. Thus, the light speed through
air at nomnal atmospheric density differs from that through vacuum
according to the ratio, 1/1.00028.

The time required for a light ray to traverse a path of length 2ze
through an axially symmetric density disturbance is given by

%-+’f-E ‘=2Lze’(for cases where refraction can

(2)

be neglected).
A ray in the undisturbed free stream will in
the same time travel the distance

J
Ze

Cmt = 2 ~ dz
o

.-

.

●

✎

*-.

(3)
.
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The portion of the wave front which passes through the disturbed flow
will then lag behind the wave frent which has passed through the free
stream by some nuriberof wavelengths, S (which may be

and this phase difference will.,at reconibinationwith

positive or negative)

(4)

the reference beam,
result in-a fringe shift, S, when compared to the fringe pattern for the
undisturbed free stream. By use of equation (1), equation (4) is converted
to an expression for the fringe shift in terms of a density integral,

J‘e
s: =— (P - Pm)dz

o
(5)

Equation (5) may readdly be used, for axially symmetric flow, to compute
fringe shifts from a given density distribution, and may somewhat less
readily be used to compute the density distribution from a given set of
fringe shift data.

To find the density distribution from fringe shift data, the.
approximation attributed in reference 11 to C. C. van Voorhis is emplopd.
The axially symmetric flow cross section is divided into a large nuniber

. of annular zones, and the density is asswed to vary l~~rly ~th ra~us
in each zone; that is, the curve of demity Vafiation iS approfi~tedby
a large number of straight line segments. Evaluation of the density
begins at the outermost zone. The density at the outer boundary of the
disturbance is ham, but the S1OP @/~ ~thin the zone iS ~~
and is computed from the fringe shift recorded at the inner boundary of
the zone. This defines the outer zone. The next ray, tangent to the
inner boundary of the second zone, crosses two zones of whi~ the outer
one is ?.mown. Therefore, its fringe shift iS wed to def~e dp/dr in
the second zone. This process is carried out repeatedly to define the
entire flow. The procedure is described in detail in reference 1-1,where
the series equation,

N
siA—= ai,i(pi-pm) + I bi,v(qr~m)wk

~=i+l

(6)

is developedto red-ace ewation (5). Here, w iS the ~fo~~~al
zone widt~, a
length of the
numbers. “The

* for a ~-zone
shock wave.

.

and ~ are geometric coeffici&ts depending on the relative
ray path within the zone, and i and w are zone boundary
coefficients a and b have been tabulated in reference 11
division of the flow cross section, from the axis to the
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To divide a cross section of the flow field, from the axis to the
shock wave, into the 50 zones provided for in van Voorhisl tables would
result in only two or three zones within the boundary layer and would

●

give a very poor approximation to the boundary-layer density profile.
Although van Voorhis~ method provides for a subdivision of zones, an
auxiliary table of coefficients must be made with the aid of the master
table. The master table, however, does not include enough indices to
draw up the auxiliary table necessary for the present investigation; that
is, the master table must be extended befo-”-the auxiliary table canbe
made.

Fortunately, however, one can treat the boundary-layer region of the
disturbed flow field as a separate disturbance superimposed upon the
general flow disturbance. This can be shown by expressing the fringe
shift integral of a ray which passes through the boundary layer as the
sum of two integrals, one for the boundary layer and one for the external
flow.

J’
‘1

J
zsh

s: =— (p-pm)dz +: (P-pm)dz
o ‘1

(7)

In a similar way, the hypothetical fringe
shift, S1, which would be developed by .*

this ray if there were no boundary layer
but, instead, a region with the density
constant at the boundary-layer-edge value,

.-

, Pl~ maybe written,.—

J

21
St=? (P1-pm)dz +%

f
z~sh(p-pm)dz

o
(8)

1 Now the difference, S-S!, is the addi-
tional fringe shift due to the boundary layer; that is, it is the differ-
ence between the fringe shift obsened and that which would be measured
if the boundary-layer region were filled by air at the constant density, P1.

(9)

Thus we obtain an equation of the same form as equation (5) with pm
replaced by PI and S replaced by AS. .-

Now, a smooth extrapolation to the surface of the fringes in the
flow field external to the boundary layer would be expected to correspond .*

to a smooth extension of the inviscid density distribution to the surface.
That is, such a fringe curve should correspond to the intiscid density
distribution. In the case of the ogive-cylinder, the density distribution “
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in the inviscid flow near the surface was found to be constant within the
accuracy obtained from reduction of complete interferograms. Therefore,
fringe shifts in the boundary layer measured to the etirapolated boundary-
layer-edge fringe as base line should correspond precisely to the AS of
equation (9). In the case of the cone, the inviscid density distribution
is not exactly constant near the surface, but in the region occupiedby
the boundary layer, undergoes a variation of only 0.4.of a percent.
Therefore the assumption that the inviscid fringe corresponds to the con-
dLtion of constant density would appear valid and, again, N is measured
from an extrapolation of the fringe external to the boundary layer.

This method of analysis increased the number of zones into whi& the
boundary layer could readily be divided, and therefore increased the accu-
racy obtained. It also greatly reduced the labor of data reduction.

Measurement of Fringes ~

The fringe coordinates were measured with a device called a coordinate
comparator which translates a reading microscope over the field of view
of the photograph in two mutually perpendicular directions. The position
of the microscope parallel to the body surface, the x coordinate, is

● determined by and read from an accurate lead screw. The position normal
to the body surface, the y coordinate, was set by a rack and pinion gear
arrangement and read from a dial gage. The microscope position was read-.
with an accuracy of 0.0001 inch in both directions, which is of the order
of O.~ percent of the boundary-layer thickness and 0.2 to 0.4 percent of
the fringe spacing at the scale of the original @orographic negatives.
This does not insure, however, that the errors of reading wild be this
small, as jud@ent is required to place the microscope cross hair on the
center of the fringe. To aid in this setting, microscope magnifications
of from 4X to 14X were employed, depending on the film grain and fringe
contrast. ‘Therepeatability of individual settings was generally withi.n
one or two thousandths of an inch or within about 4 percent of the fringe
spacing. A set of fringe data from the cone is given in figure 7. The
fringes of this figure are the ones numbered 1 through 6 in the interfer-
ogram of figure 6(c). The degree of accuracy of the measurements can be
deduced from the scatter in the data, partictirly near the edge and out-
side the boundary layer. A smooth line fairing of the fringes in this
area does not tiss any single reading point by more than 0.002 inch and
the root-mean-square deviation would plainly beless than 0.001 inchj or
2 percent of the fringe spacing.

The most interesting characteristic of these fringes is their
irregularity, which can be seen also in the photographic prints of fig-
ures 6(c) and 6(d). Pronounced irregularities did not appear in the pic-

S tures of the ogive-cylinder, although on some fringes, discontinuities
in slope and curvature can be seen and detailed differences in slope and
shape of adjacent fringes oc&urred rather generally.

“
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Figure 7 illustrates the technique of finding the additional fringe
shift due to the boundary layer. The fringes in the free stream are extra-
polated linearly to the surface, and this line is taken to be the base

.

line or line of zero fringe shift for analysis of the boundary layer, as
was discussed in the preceding section. —

For reduction of the data, the variation of the fringe shift with y
,atconstant x is required. In the case of the ogive-cylinders, it was
simply assumed that the variation of S with y along the fringe would
not differ significantly from the variation of S with y at constant x.
This assumption was believed to have produced little error in the final
results for these models. For the cone, however, this assumption was no
longer tenable because the fringe contours obtained in this way were some-
times multiple-valued functions (as maybe seen in fig. 7), giving rise
to the physically impossible result of multiple values of density at a
given point. Actually, the meaning of the multiple-valued fringe curves
was that the density sometimes changed very rapidly with x as well as
with y. This is shown by the cross plot of figure 7 which is given in
figure 8. By reading fringe shifts at constant x from figure 8, single-
valued fringe-shift curves were obtained.

Accuracy
s

In addition to errors of measurement of the fringe shifts, discussed
above, possible causes of error include deviation from axial symmetry and r

refraction error. Angle of attack causes ardeparture from @al symmetry.
Precautions were taken to obtain small angles of attack at the interferom-
eter station and, consequently, resultant angles of attack were limited
to 0.7° and 1.2° (see tabulation of test conditions). “The effect of these “
small angles of attack on the results was evaluated by comparing the
boundary-layer thickness and the density profiles obtained on opposite
sides of the body. Comparison of the bounury-layer thicknesses showed
that the asymmetry in thickness was small, althou@ measurable in the
case of the cone at 1.2°. The density distributions,however, showed no
systematic difference between windward and sheltered sides, and it is
considered that the angles of attack were still enough to have caused no
serious inaccuracy in results.

Another cause of asyimnetrylies in the turbulence itself. Because
of the nature of turbulence, we might expect the density to vary at
points a, b, and c in the sketch. For example, an eddy core may occur

bc at b, but not at a and c. In fact, it is possible for

a

Light 0 the entire range of densities corresponding to the partic-
Ray ular level y above the surface to occur along the arc a,

h, c, in which case axial sytmnetrywill not exist. The
effect of this deviation from axial symmetry is very com- e
plex and difficult to analyie, particularly in the absence
of specific information on the detailed variations in den-
sity to be expected along the arc. Intuitively, it might .
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be expected that the density profiles obtained would be intermediate
between instantaneous profiles in a plane and average profiles. No single.
light ray averages conditions along the arc but, in the analysis by zones,
the density at the edge of each inside zone depends on all the outer zones,
and through this connection the averaging process can occur. ti the aver-
aging, special wei~t is given to the region near the vertical plane of
symmetry because, in this region, the length of light path within the zone
is relatively long. For the same reason, the interferometer is nmst sensi-
tive to the density distribution in the vertical plane of symmetry. Hence,
it appears that the density distributions obtained should be viewed as
limited spatial.averages with heavy weighting on the density profiles near
the vertical plane of symnetry. It is believed that the profiles obtained
by assuming axial symmetry lie intemnediate between instantan-us profiles
in a plane and average profiles.

Refraction errors, which were predominant in reference 2, have been
calculated and found to be negligible for the present conditions. The
deviation of the light ray in the boundary layer from its ideal straight
path is proportional to the square of the ray path length which ranged
from 0.2 to 0.8 inch in the present tests, about an order of magnitude
shorter than in reference 2. & the worst case, it was calculated that
the ray path departedby 0.0005 inch from a straight path in the boundary
layer. Since this is less than 0.5 percent of b, it resulted in a negl.i-

. gible error in the fringe shift due to deviation from the idealized
straight path. A second kind of refraction error, intersection of the
light ray on the fi2m at the wrong location relative to the model surface,.
was minimized by having the interferometer camera in focus on the plane
of flight. For errors in the plane of focus of as much as 3 inches, the
location error on the f’ilmwas computed to be within the reading accuracy.

The errors in measurement of free-stream density were of the order
of 1 percent or less. Therefore, except for the lack of axial symmetry
due to turbulence discussed above, it appears that there was no source
of systematic error present, and the over-all error
ing fringes. From comparison of repeat reductions,
found to be of the order of 10 percent (see example
and Discussion). Hence, this is believed to be the
the density data.

RESULTS AND DISCUSSION

The density profiles from the ogive-cylinder
figure 9. From model 1, figure 9(a), the results
selected at random from the region of best fringe

was that due to read-
the disagreement was
cited under Results
order of accuracy of

tests are given in
of analyzing six frimges
contrast are shown.

The angle of attack in the plane of the picture was less than O.1O, but
. in the other plane it was 0.5°. Therefore, the data are representative

of the sides of a body at small angle of attack. In the case of model 2,
figure 9(b), the resultant angle of attack was again 0.5° with a component

.
in the plane of the picture of 0.4° so that the profiles are representative
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of windward and sheltered side boundary layers. Three of the fringes
are from the windward side and three are from the sheltered side. No
systematic difference was evident.

.=.—

The results of two independent readings and reductions of data are
shown for the station x = 5.4 inches on the sheltered side of model 2.

-—

(Compare the filled circles with the open circles.) The clifference
between the two is about one-third the total scatter of the data.

The y coordinate in this figure has been made dimensionless
relative to the boundary-layer thickness, measured from the interferograms
and the shadowgraph”ofmodel 3 which is reproduced in figure k(a). From
the shadowgraph, it is evident that the boundary-layer edge is very irreg-
ular. This has been noted by Townsend and by Klebanoff (ref. 13) from
hot-wire anemometer obsenations of a subsonic turbulent boundary layer.
The boundary-layer thickness at any station varies with time. For con-
sistency with previously existing wind-tunnel data, the boundary-layer
thickness is defined to be that which would be given by a pitot-probe
survey; a definition would correspond very nearly to the envelope of max-
imum thickness. Therefore, the envelope thickness was measured from the
shadowgraph (by the-method which is described in the appendix), although
a few exceptionally thick local disturbanceswere disregarded where it
was felt that they would occur too infrequently to cause much response
from a pitot tube. The data thus obtained are shown by the circular sym- .

bols and the faired line in figure 10. Also shown are local instantaneous
thicknesses from individual fringes in the interferograms,which would be
expected to be generally less than the envelo& thickness. The envelope .

from the shadawgraphs should, in fact, correspond to the envelope of the
points from the interferograms. From this standpoint, fairly good agree-
ment is shown by the two sets of measurements. A line through the outer

—-

points from the interferogramsparallel to the curve drawn through shadow-
graph data was used to normalize the y coordinate of the density
distributions in figure 9.

The use of the envelope thickness of the boundary layer to normalize
the y coordinate has the effect of smoothing the connection of the
boundary layer to the free stream. Several of the individual density
distributions have finite slopes at the outer edge. However, the instan-
taneous local boundary-layer thickness is usually less than the envelope
of thickness, so that the data from individual fringes terminate at y/8
less than 1, in fact as low as 0.78 in figure 9(a). As a result, the
mean line of the data in the region of p/pi = 1.00 is very nearly of
zero slope - that is, the profile of average density is asymptotic to
the free-stream density at the boundary-layer edge. A similar effect
might be expected to occur in the case of the velocity profile. The data
of reference 13 do, in fact, suggest the existence of large instantaneous
velocity gradients near the edge of the boun~ry layer in the subsoni”c
case.

The reduction in density as the wall is approached reflects the
increase in static air temperature at the levels in the boundary layer

—
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where the air velocity is low. The model surface temperature, however,
is very nearly eqwl to the boundary-layer-edge temperature for these test
conditions, as shown by calculation in the appendix to reference 3. The
density ratio at the wall will therefore return to approximately 1. The
width of the region in which this reversal of the density curve occurs
can be calculated from an estimate of the heat-transfer rate which gives
the temperature gradient and hence the density gradient at the wall. From
such calculations, it was found that the density minimum should occur near
y/6 = 0.002, or at 0.W013 inch from the model surface. This region is
therefore of a dimension comparable to the film grain, particularly after
demagnification by 4:1, and could not be resolved from the interferograms.

The density distributions obtained from the cone are shown in
figure 11 along with the individual fringe shift curves from which they
were computed. From this presentation, the effect of the irregularities
in the fringe curves can be directly traced. A total of 12 stations were
analyzed, 7 from the bottom surface (sheltered side) and 7 from the top
(windward side). (The resultant angle of attack was 1.2°, with 1.00 in
the plane of the picture.) Nearly all of these density profiles are
irregular, with minima near the boundary-layer center or at about one-
fourth and three-fourths of the boundary-layer thickness (for example,
the second and third ones on the windward side). The probable interpre-
tation of these irregularities is that they represent density variations
in individual eddies.

The mean density profiles from the cone, obtained by plotting all.of
the data of figure 11 onto two curves, one for the sheltered side and one
for the windward side, are shown in figure 12. The mean curves obtained,
particularly figure 12(a), tend to show a minimum near the boundary-layer
center. This may indicate that there are still too few individual surveys
in the figure to give a correct average, or it may indicate a real tendency
of the density profile to show a minimum near the boundary-layer center.

Comparison With Crocco Equation

A theory which is used to relate the mean density distribution to
the mean velocity distribution was derivedby Crocco, reference 5. From
the observation that the energy and momentum equations of the boundary
layer are analogous, Crocco obtained the relation

(lo)

(This equation has been derived also by Van Driest (ref. 14) from the
equations of motion tith fluctuating velocity components.) The density
ratios are in turn related to the temperature ratios by the usual assump-
tion of constant static pressure across

P ~1—=—
PI T

the boundary layer.

(n)
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The Crocco equation has been checked experimentally from combination

of total temperature-probeand pitot-probe surveys, in flight (ref. 6) and
in a wind tunnel (ref. 7), with the results shown in figures 13 and 14,
respectively. With the exception of the Mach number 8 data from the wind
tunnel, these results show substantial agreement of the Crocco equation
with experiment. The wind-tunnel data were obtained, however, on the wall
of a hypersonic nozzle, with continuous variation in the flow variables
outside the boundary layer, and the possibility that the profiles are not
“equilibrium”profiles exists particularly at the higher Mach numbers
(due to the increase in the rate of variation of the external flow prop-
erties with increasing Mach number). Hence, it appears from these data
that the Crocco equation is suitable for estimating the density profiles
from velocity profiles for boundary layers which have attained equilibria
relative to the external flow.

In the present test, no information on the velocity profile could be
obtained. However, on the basis of the large body of available data from
pitot surveys of turbulent boundary layers (see, e.g., ref. 7), it seems
safe to assume a velocity profile of the power law form,

(12)

Density profiles computed from this assumption by use of equations (10)
and (U.) are shown overlaid onto the data of figure 12 for n = 7, 9,
and 11. Similarly computed density distributions for n . 7 and 9 are
compared tith the meti lines of the data from the two ogive-cylinders in
figure la. From these comparisons, it is evident that the density pro-
files computed are generally similar to those measured. Furthermore, the
computed density profiles do not depend sensitively on the choice of the
exponent n. Any velocity profile which can be even roughly approximated
by a power law distribution with n in the range from 7 to 11 will yield
a density distribution comparable to those measured. Conversely, a small
variation in the mean density profile will lead to a large variation in
the corresponding velocity profile. Therefore; it is not feasible to use
equation (10) to predict the velocity profiles accurately from the measured
density profiles.

Calculation of the Heat-Transfer Rate

The average rate.of heat transfer to the models was computed from the
boundary-layer-profiledata by use of an energy balance method analogous
to the momentum balance method used to obtain-average skin friction from
data on the mean profiles of density and velocity. From the frame of
reference of an observer riding with the model, the air in the boundary
layer at the survey station has more thermal energy and less kinetic

.

.

.
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energy than it had in the free stream, and part of the initial energy has
been taken up by the model in the fo”rmof heat. Thus we can write, for

. the case of an isotheml flat plate,

@+c+M5”u@=-’w’’+””(s+s)dy“3)
expressing in this way the consezwation of total energy for the boundary
layer with heat transfer. On making this equation dimensionless, it
becomes, for the case of constant Cp,

(14)

indicating that from information on the boundary-layer thickness, and the
density, temperature, and velocity profiles, the Stanton number can be
evaluated. Information on the boundary-layer thickness was obtained by
measurement from the shadowgraphs and interferograms. Information on the
velocity profiles was obtained by calculations based on the mean skin-

. friction coefficient, assumed to be known. These procedures will now be
described.

. Measurement of boundary-layer thickness.- Measurements of bo~dary-
layer thickness on the ogive-cylinder were given in figure 10. Similar
measurements were made on the cone and are given in figure 16(a), while
the shadowgraph data of figure 10 are repeated on logarithmic coordinates
in figure 16(b). It was necessary to evaluate the influence of refraction
on these data, and a detailed description of the analysis of refraction
that was made is given in the appendix. The results of that study indi-
cated that the boundary-layer thickness should not be measured from shadow-
graphs in reference-to the apparent position of~e model surface, since
the surface position was found to be significantly altered by refraction;
but should rather be obtained by measuring the over-all diameter at the
outer edges of the boundary layer and subtracting the true body diameter
to obtain 25. T!hisis the procedure that was used to obtain the shadow-
graph data in figures 10 and 16. The interferogram data, however, were
obtained by direct measurement of the distance from the model surface to
the boundary-layer edge, which is a valid technique in this case because
the interferometer camera is in focus on the model and minimizes refrac-
tion errors. Comparison of the two sets of data indicates satisfactory
agreement and further indicates that the optical errors in the two differ-
ent optical systems are either fortuitously equal or small. In figure 16(a),
the angle of attack of the model in the interferogram was sufficient to

. cause a measurable difference in boundary-layer thickness on the windward
and sheltered sides. However, when envelope thiclmesses were drawn for
the two sides separately, and the meti of these two envelopes compared

. to the shadowgraph data, the agreement was excellent.
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Evaluation of the velocity profiles.- The velocity profiles were
assumed to be represented by the ~wer law, equation (12), so that the
evaluation of the velocity profile reduced to evaluating the exponent “n.
This was done by treating the skin-friction coefficient,which is rela-
tively well established for these test conditions-(ref. 4), as lamwn and
working the momentum integral method backward to define the velocity pro-
file. The basis of these calculations is the well-known relation between
momentum thickness and mean skin-friction coefficient,

5 cF/2
-=—
x 0/5

As written, equation (15) is applicable to a flat plate in a unifo?m
stream. For a cone, it must be modified as follows:

()405+ 41 52 = cF
FF—- tang x

where I .is a second integral similar to @/5 and is given by

(16)

(17)

Now 6/5 and I are evaluated by use of the experimental density profiles
and power law velocity yrofiles for several.values of the exponent n.
The skin-friction coefficient is evaluated by use of the T~ method of
reference 4 and the Van Driest rule (ref. 15) for turbulent boundary
layers on cones. The results of this calculation are shown in figure 16(a).
The agreement in slope between the computed curves and the data is good
in every case. The agreement in magnitude “~ecomes.pract~callyexact
for n = U, and this was the value selected in the case of the cone.

Similar treatment was given the ogive-cylinder data. The equation
corresponding to equation (16) for a cylinder of radius r with a thick
boundary layer is

20 8

()

21x 5 2
— - =“%F;+ r x

(18)

Since this is an equation for pure cylinder_flow, it was necessary to
account for the ogival nose of the model by estimating the length of
cylinder required to produce a boundary-layer thichess equal to that
at the base of the ogive; accordingly, the values of x were reduced by
1/4 inch. Also correctionswere made for the effect of cylinder flow on
skin-friction coefficient, consistent with the measurements of refer-
ence 16, tiich indicate a correction of +9 ‘percentto the flat-plate data
to obtain
with axial

CF at the body base. A parabolic variation of the correctIon
distance was assumed. Values of b/x thus obtained are shown

.

●

✎

✌
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.
in figure 16(b) for n = 7 and 8 and may be compared to the least squares
fit of the experimental data. The magnitude is fit within 0.CU2 inch at

. ti stations from x = 2 inches to x = 5 inches by n = 8. The slope
does not fit as well as in the case of the cone, but the disagreement in
slope is within the accuracy of the experimental data. Hence, the value
of n selected for the ogive-cyliriderwas 8.

Final calculation of heat-transfer coefficients.- Just as boundary-

layer-thickness equations (16) and (18) differed from equation (15), the
energy balance equations corresponding to (14) for cones and cy~nders
with boundary layers thick compared to the.body radius will diff”erfrom
equation (14). Each involves one additional mass-flow integral and one
additional energy integral. For the cone, the energy balance leads to

For the cylinder, it becomes
.

Application of the energy balance equations to the data
For the cone, the computed average Stantonresults shown in figure 17.

numbers are shown for a Reymolds number range from 8 to 25 million cor-
responding to stations between 4 and 12 inches from the tip. The boundary-
layer profiles have been assumed to be invariant with Reynolds number over
this range. The variations in profile that do occur are expected to be
small enough to have only a secondary effect on the results. The Stanton
numbers are compared with the average skin-friction coefficients given by
use of the T! method modified according to the previously mentioned
Van Driest rule for turbulent boundary layer on a cone. According to the
modified Reynolds analogy of Colburn, ~/CF = 0.5/P#’s, the ratio ~/CF
should be 0.622 for air. From the analysis of the cone data, the ratio .
is found to be 0.55. This is consistent with figure 9 of reference 8 in
indicating that at high Reynolds numbers, the ratio of Stanton number to

. skin-friction coefficient is somewhat less than the value given by the
Colburn equation.

.

—
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The calculations for the ogive-cylinder give the results at the left
of figure 17. Stanton numbers were computed for axial stations from
x = 2 inches to x = 5 inches corresponding to Reynolds numbers from
3.6 mi~ionto 9 mi~ion. The boundary-layer-thicknessdata were delib-
erately taken to be those given by the experimental curve, differing in
slope from the computed curve of b vs. x, although as noted in the pre-
ceding section, the computed boundary-layer-thickness curve for n=8
was also a ‘possiblefit to the measurements. There is therefore a dis-
agreement in slope between the Stanton number and skin-friction coefficient
curves, and a variation in.the ratio ~/CF from O.72 to 0.65, with the
preferred values occurfing at the higher Reynolds number stations where
b/x is known with greater precision. Again, these values agree, for
practical purposes,with the modified Reynolds analogy and the collected
data of reference 8.

.

—

Observations of the Turbulent-Boundary-LayerImage Structure From
Shadowgraphs, and Relation to the Interferometer Results —

Irregularity of the air density in the turbulent boundary layer is
demonstrated more sensitively by shadawgraplisthan by the interferometer.
This is evident from the shadowgraphs in figure 4. Whereas the interfer-
ometer shows the boundary layer only by a relatively small.deviation of

.

the fringes, with the irregularities showing up as occasional discontinu-
ities in slope, the shadowgraphs show details of fine structure in the
boundary layer.

?
It can be noted that this structure contains recognizable

and repeated patterns. In figure 4(a), for example, the basic unit in
the pattern is a spot with dark center enclosed in a bright ring. The
definition of the spots is in some places quite sharp and in other places
more diffuse. The spots are arranged in single-file order back to the
station x/2 = 2/3 beyond which they begin to appear two in depth, usually
staggered, and this arrangement persists to the end of the body. The
change from single file to two in depth occurs fairly sharply, beginning
at a Reynolds number of about 7 million.

In the shadowgraph of the cone (fig. 4(b)) this same pattern appears
although it is less distinct than in the case of the ogive-cylinder. The
single-file array of spots is present on the first half of the model and
gives way to a more complex arrangement which, on this model, does not
appear to be in every case the simple staggered arrangement of two in
depth noted in the case of the ogive-cylinder.

A third exmnple is given in figure 18(a). The body shown is a
contoured hollow tube from reference 17 with a threaded, continuous
V-groove surface transverse to the flow (groove depth = 0.0006 inch).
The spot images are in some places quite distinct. The boundary-layer
develo~ent from the single-file array to the more complex structure is
accelerated on this surface. Within a few inches of the origin of turbu-
lence, structures are observed in which as many as six spots can be
counted across the thickness of the boundary layer. Furthermore the spots
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are found repeatedly arranged in a pattern of the type shown in the
. adjacent sketch, a diagonal row slanted back in the direction of the free

stream at am an~e of from 45° to 600. The space
between these patterns is generally filled with 3~*-&
more diffuse images, free of distinct spots.

What is the interpretation of these observations? Certainly no
quantitative interpretation can be made, in the sense that the interfer-
ometer is quantitative. Even a qualitative interpretation is complicated
by the fact that the light paths in the boundary layer are of the order
of several boundary-layer thicknesses in length, and therefore the light
does not respond only to the region near the vertical plane of symmetry.
However, it seems plausible to theorize that the s~t is the shadowgraph
image of an eddy of turbulence. Support is given to this theory by con-
sideration of the light pattern which produces the spot and the type of
density distribution which it implies. Light rays are refracted in the
direction of increasing air density, so that an axially symmetric distri-
bution of the kind shown in the adjacent sketch would produce a dark
center surrounded by a bright ring, the ring occurring P
where the second derivative departs from zero near the
outer edge of the distribution. A central dot having
the same brightness as the undisturbed field should

. also occur. The fact that it is not generalJy observed
would suggest that the density minimum is very sharp.
It should be noted, however, that a second type of spot
image which has a central dot brighter than the sur-

i
.

rounding light field frequently appears (see fig. 18(b)). There would
be no effect on the spot image due to superimposing a uniform density
gradient such as occurs in the outer ptiion of the boundary layer witln
heat transfer. The syot image would be translated but would remain the
same within itself.

The correspondencebetween the density distribution described above
and the pressure distribution required to maintain circular motion in a
vortex will have been noted by the reader. The pressure distribution and
density distribution are exactly similar for isothermal flow. For flows
with moderate temperature variations, they would be expected to remain
roughly similar. This is the only evidence that indicates that the spot
image is an eddy image.

The reasons why the spot image is not destroyed.and confused by the
long path of the light ray in the boundary layer are not clear. The —

images are mxre distinct on the ogive-cylinder, where the ray path length
is about 3x5, than they are on the slender cone where the path length is
about 7X5) which would be exyected. They are also more distinct in some
places than in others, indicating that in some places, only a single eddy

* appears in the light path, whereas in others, perhaps two or more eddies
occur along the path and confuse the pattern.

a Subject to the above interpretation, the following things are
indicatedby the shadowgraphs: The eddy thickness in the turbulent



22 NACA TN 4364

.

boundary layer is at -firstcomparable to the boundary-layer thickness.
Then a point is reached at which the eddies begin to appear two in depth,
and further development leads to as many as six in depth. At this latter ?

stage, the eddies tend to group in backward-slanting patterns, inclined
to the surface at from 45° to 600, separated by a distance comparable to
the boundary-layer thickness. The processes described probably occw by
rearrangement of the eddies, such as by one climbing over another, rather
than by sub~vision. This is indicated from the observation that the
eddies whicl”initially appear arranged two in depth are comparable in
size to the last of those in the single-file order.

These various stages of development of the turbulent boundary layer
would be expected to show differences in velocity profile. Now it iS
well known that the velocity profiles of turbulent l?oundarylayers do not
efiibit similarity at all stations, tending to become “fullerrtwith
increasing Reynolds number (see, e.g., ref..l8). The changes in the
boundary-layer structure which are described above offer a physical reason
for the lack of profile similarity whiCh is obsemed.

The instantaneous density profiles obtained from the interferogram
of the cone contain.minimaand are therefore consistent with the type of
density profile required to produce spot images. Some of the profiles
show a single.minimumnear the boundary-layer center, and others show two
minima, one above and one below center. At the stations on the cone where
the surveys were made, the latter type of profile would be expected to

+

predominate, although a few single eddies with diameters of the order of
the boundary-layer thickness may be found in the shadowgraph. ●

As was noted at the beginning of this section, the interferometer
is not as sensitive as the shadowgraph for showing up the details of the
turbulent boundary layer. In the case of the shadowgraph, the sensitiv-
ity was sufficient on the ogive-cylinder to show fine detail, and resolu-
tion was lost in going to the cone because of the necessity for averaging
over longer light paths. With the interferometer,the sensitivity was
marginal in the case of the ogive-cylinder,giving a maximum fringe shif%
of only about 0.6 of the fringe space at y/b + O. The discontinuities
in slope, while perceptible on close inspection, were not conspicuous and
were generally lost by smooth fairing of the fringe measurements. In the
case of the cone, the fringe shifts were tripled, and the discontinuities
in slope became conspicuous. This advantage was obtained, however, only
at the sacrifice of greater spatial averaging along the light ray, as
discussed under Accuracy.

CONCLUDING REMARKS

A study of supersonic turbulent boundary layers on small, slender,
gun-launchedbodies of revolution at Mach numbers of 3.2 =d 3.6 at length
Reynolds numbers up to 25 million has been described. A Mach-Zehnder
interferometerwas used to obtain the instantaneous distributions of
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density in the boundary layer (subject to some spatial averaging) and
. values of the boundary-layer thickness. Additional boundary-layer thick-

ness measurements and flow visualization were obtained from shadowgraphs
of the models. The averages of the experimental density profiles were
compared to those computed from an equation of Crocco, and the indication
was that the density profiles measured agreed in magnitude and in general
form with those computed, for a considerable range of assuned velocity
profiles. Average heat-transfer rates also were computed from the data
by means of an energy balance calculation analogous to the momentum sur-
vey method of measuring skin friction. It was necessary to assume a power
law velocity profile, but the power exponent was evaluated from experi-

—

mental data. The results of this analysis showed that the modified
Reynolds analogy satisfactorily predicted the average heat-transfer rate.

Perhaps the most interesting results were concerned with irregular-
ities of air density in supersonic turbulent boundary layers. The irreg-
ularities shown by interference fringes in the boundary layer of the
slender cone model appeared to be of a scale comparable in magnitude to
the boundary-layer thickness. The density profiles reduced from these
fringes showed fluctuations in density which were appreciable compared to
the total range of variation in the mean density profiles. A study of
the shadowgraph pictures of the boundary layers indicated the presence
of repeating patterns of which the basic unit was a spot image. The spot.
diameters were obsened to be comparable to the total thickness of the
boundary layer at first. In one case, the single-file order began to

- convefi over to a second arrangement with the spots piled up two in depth,
beginning at a length Reynolds nurriberof about 7 million. In another pic-
ture, an arremgement was found in which the s~ts were six deep, and
arranged in backward slanting rows. The possibility was discussed that
these spots are shadowgraph images of individual eddies, and it is the
authors’ opinion that this is the case. If so, the above description
gives evidence of a series of configurations of the eties at various
stages of development of the boundary layer.

Ames Aeronautical kboratory
National Advisory Committee for Aeronautics

Moffett Field, Calif., June 17, 1958
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APmNlxx

EFFECT OF LIGHT REFRACTION ON TBE

LAYER-THICKNESSMEASUREMENTS

.

ACCURACY OF BOUNIIARY-

FROM SEADOWGRAPHS

Shadowgraphs make flow detail visible by refracting light, and
therefore the presence of visible flow details indicates the occurrence
of a detectable degree of refraction. Furthermore, measurement of the
diameters of test models in shadowgraphs made with precisely parallel
light shows them to be enlarged by anywhere from 0.020 inch to 0.090 inch,
depending on particular flow conditions. This suggests the existence of
a~reciable refraction in the flow field, but whether it is due to the
boundary layer, shock wave, or intervening region is not apparent. In
the present case, it was desired to obtain information on the boundary-
layer thickness, and it was therefore necessary to analyze the refraction
and to determine whether it would preclude the accurate measurement of
boundary-layer thickness from shadowgraphs.

The example chosen foraanalysis was a picture with considerable
distortion of the model diameter, 0.089-inch enlargement. 131iswas
obsened on a skin-frictionmodel with a turb-tientboundary layer and a
blunted leading edge from the investigation of reference 4. The model

&

is indicated schematically in cross section in
the sketch at the left. First it was determined

Shock WOV~ by calculation and also by measurement of shadow

Saundofy layer
pictures of the model at rest in still air that
the effect of wave diffraction was to enlarge the
shadow diameter by about 0.020 inch (for the par-
ticular model-to-film distances employed). This,
then, would be the minimum distortion. Then three

YSody eurfoce

sources of refraction which would bend the light
rays in the directions indicated on the sketch
were considered. On entering and leaving the
disturbed flow region, that 3s, on crossing the
shock wave, the rays are bent inward, in such a
direction as to decrease the apparent diameter.
From measurements of the wave angle, the density
ratio across the shock wave was determined. By

application of Snel.1’slaw of refraction, it was found that the body -
diameter would, for this example, be decreased in the picture by 0.002 inch.
Hence, this effect was not only of the wrong magnitude but also of the
wrong direction to produce the obse~ed enlargement. Next, the refraction
in the disturbed flow field outside the boundary layer was computed, by
use of a density distribution reduced from an interferogram of the model.
This refraction tended to enlarge the model diameter by 0.004 inch total,
so that the combined effect of the shock wave and flow field external to
the boundary layer was to enlarge the diameter by 0.002 inch. The remain-
ing source of refraction was the boundary layer. Note in the sketch that

.

.
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the ray path in the boundary layer is comparable to that in the externsl
flow field, and the density gradients are very nearly normal to the ray,.
which is a requirement for producing refraction. Also the density grati-
ents in the boundary layer are larger than in the external flow. The

—

computed distortion at the film on the ray which passes just outside the
point in the boundary layer where the density is minimum was from 0.040
to 0.060 inch depending on the vslue of density gradient chosen, there
being some uncertainty of the slope of the density curve in this region.
(Note that the distortion at the film is smplified by the long “lever
arm” distance from the model to the film. Refraction can therefore be
important in this case and simultaneously negligible in the interferome-
ter.) Combining the above distortion with the diffraction gives a total
enlargement of diameter which agrees in mgnitude with that obse~ed.
Hence it is concluded that meaningful position measurements cannot be
obtained in the shadowgraphs using rays which pass through the boundary
layer.

The ray which is tangent to the boundary-layer edge, however, is not
subject to the boundary-layer distortions and is, in fact, subject to a
gross distortion of only 0.002 inch for the exsmple chosen. Therefore a
measurement from the edge of the boundary layer to the corresponding edge
on the other side of the body should be a valid measurement of d+28
from which the true body diameter may be subtracted to give measured

. values of 5.

*

.
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